United States Patent

US012051205B1

(12) 10) Patent No.:  US 12,051,205 B1
Deutsch et al. 45) Date of Patent: Jul. 30, 2024
(54) SYSTEMS AND METHODS FOR 2002/0064382 Al* 5/2002 Hildreth ................ GO6T 7/254
INTERACTING WITH A LARGE LANGUAGE . 348/169
MODEL 2010/0135566 Al1*  6/2010 Joanidopoulos .......... GO6T 7/11
382/133
. . 2018/0268548 Al1*  9/2018 Lin ..o, GO6V 20/10
(71)  Applicant: OpenAl Opco, LLC, San Francisco, 2019/0236394 AL*  8/2019 Price ..covvrvvernenrn. GO6V 10/945
CA (US) 2020/0143194 Al 3/2020 Hou et al.
2021/0248748 Al 8/2021 Turgutlu et al.
(72) Inventors: Noah Deutsch, San Francisco, CA 2021/0383171 AL* 12/2021 Lee ..covvoviriinrnnn, GOGN 3/045
(US); Benjamin Zweig, San Francisco 2021/0390700 A1* 12/2021 Lee ...ccccvvvvivnann GO6F 18/25
CA (US)
OTHER PUBLICATIONS
(73) Assignee: OpenAl OpCo, LL.C, San Francisco,
CA (US) Peng Xu et al., Multimodal Learning with Transformers: A Survey,
arXiv:2206.06488, May 10, 2023.
(*) Notice:  Subject to any disclaimer, the term of this
patent is extended or adjusted under 35  * cited by examiner
U.S.C. 154(b) by 0 days.
Primary Examiner — Sean T Motsinger
(21) Appl. No.: 18/475,722 (74) Attorney, Agent, or Firm — Finnegan, Henderson,
) Farabow, Garrett & Dunner LLP
(22) Filed: Sep. 27, 2023
(57) ABSTRACT
(1) Imt.ClL ) ) ) ) )
GO6T 7/10 (2017.01) Disclosed embodiments may include a method of interacting
(52) US.CL with a multimodal machine learning model; the method may
CPC ... GO6T 7/10 (2017.01); GO6T 2200/24 include providing a graphical user interface associated with
(2013.01) a multimodal machine learning model. The method may
(58) Tield of Classification Search further include displaying an image to a user in the graphical
CPC oo GO6T 7/10-194; GO6V 10/70-87 user interface. The method may also include receiving a
See application file for complete search history. textual prompt from the user and then generating input data
using the image and the textual prompt. The method may
(56) References Cited further include generating an output at least in part by
US. PATENT DOCUMENTS applying the input data to the multimodal machine learning
- ' model, the multimodal machine learning model configured
6674905 BL*  1/2004 Matsugt v GO6T 7/11 using prompt engineering to identify a location in the image
382/199 conditioned on the image and the textual prompt, wherein
7,239,740 B1* 7/2007 Fujieda .............. GO6T 7/0004 the output includes a first location indication. The method
10089742 BL* 1072018 Li GO631?84216 1/;8 may also include displaying, in the graphical user interface,
1131498 B2 42022 P;ﬁ:eetal """""""" an emphasis indicator at the indicated first location in the
11,568,627 B2 1/2023 Price et al. image.
11,615,567 B2* 3/2023 Harikumar .............. GO6T 11/60
382/173 20 Claims, 15 Drawing Sheets

Display an image 1o a user

210

P

Receive a textuat ¢

seompt from a user

220

—

Generating input data using the image and the textual
prompt

230

Generating output using the input data and a machine |
learning model

240

Displaying an emphasis indicator at a location in the |
image indicaied by the output

250
=




US012039431B1

a2 United States Patent

10) Patent No.:  US 12,039,431 Bl

Deutsch et al. 45) Date of Patent: Jul. 16, 2024
(54) SYSTEMS AND METHODS FOR 11,568.627 Bz* 1/2023 Price et al.
INTERACTING WITH A MULTIMODAL 20150135125 AL® 512015 Bhatt oo GoeE 3008
MACHINE LEARNING MODEL 2019/0004821 Al 1/2019 Uppal et al. '
. 2019/0147073 Al* 52019 Bakir ............... GO6F 16/532
(71) Applicant: ¢/o OpenAl Opco, LLC, San 382/305
Francisco, CA (US) 2019/0236394 A1* 82019 Price ......ccccene. GO6V 10/945
2020/0054307 Al* 2/2020 Silberman ................ GO6N 3/08
(72) Inventors: Noah Deutsch, San Francisco, CA 2020/0184623 Al*  6/2020 Price ... - GOGV 10/764
US): Nicholas Turlev. San F . 2020/0226798 Al*  7/2020 Morard .....c.ccooueennn GO6T 7/12
(US); Nicholas Turley, San Francisco, 2020/0380258 AL* 122020 YU coovccrrrmerrrecrn GO6V 10/7788
CA (US); Benjamin Zweig, San (Continued)
Francisco, CA (US)
(73) Assignee: OpenAl OpCo, LL.C, San Francisco, OTHER PUBLICATIONS
CA ([US) Peng Xu et al., Multimodal Learning with Transformers: A Survey,
. . . . . Xiv:2206.06488, May 10, 2023.
(*) Notice:  Subject to any disclaimer, the term of this AR ay ?
patent is ex{)en{)led %r adjusted under 35 p,;. ary Examiner — Xuemei G Chen
US.C. 154(b) by 0 days. (74) Attorney, Agent, or Firm — Finnegan, Henderson,
1) Appl. No.: 18/475,588 Farabow, Garrett & Dunner LLP
. No.: 2
(22) Filed:  Sep. 27, 2023 (57) ABSTRACT
The disclosed embodiments may include a method of inter-
(1) Imt. CL acting with a multimodal machine learning model; the
GO6N 3/0455 (2023.01) method may include providing a graphical user interface
GO6N 3/08 (2023.01) associated with a multimodal machine learning model. The
(52) US.CL method may further include displaying an image to a user in
CPC ... GO6N 3/0455 (2023.01); GO6N 3/08 the graphical user interface. The method may also include
2013.01 recerving a textual prompt from the user and then generatin,
iving I prompt from th d then g ing
(58) Field of Classification Search input data using the image and the textual prompt. The
CPC oo GO6N 3/0455; GO6N 3/08 ~ method may further include generating an output at least in
See application file for complete search history. part by applying the input data to the multimodal machine
learning model, the multimodal machine learning model
(56) References Cited configured using prompt engineering to identify a location in
the image conditioned on the image and the textual prompt,
U.S. PATENT DOCUMENTS wherein the output comprises a first location indication. The
. method may also include displaying, in the graphical user
18’?%’2% g% " liggig \S;:Slil;ﬁi’a“e”t' al """"" GO6V 20,20 interface, an emphasis indicator at the indicated first location
10255265 B2 42019 Das et al. in the image.
10,412,318 BL*  9/2019 Ong ..o GO6T 3/0006
11,037,024 B1*  6/2021 Ratti ...cooooovevvirnnn. GO6T 7/11 20 Claims, 12 Drawing Sheets

Provide Graphical User Interface

20

Heceive Contextual Prompt

__—220

Generate Input Data using the image and
Contextual Prompt

230

Generate Textual Response

240

Provide Textual Response to User

_— 230




a2 United States Patent

Ramesh et al.

US011983806B1

US 11,983,806 B1
May 14, 2024

(10) Patent No.:
45) Date of Patent:

(54) SYSTEMS AND METHODS FOR IMAGE
GENERATION WITH MACHINE LEARNING
MODELS

(71) Applicant: ¢/o OpenAl Opco, LLC, San
Francisco, CA (US)

(72) Inventors: Aditya Ramesh, San Francisco, CA
(US); Alexander Nichol, San Francisco,
CA (US); Prafulla Dhariwal, San
Francisco, CA (US)

(73) Assignee: OpenAl Opco, LLC, San Francisco,
CA (US)

(*) Notice:  Subject to any disclaimer, the term of this

patent is extended or adjusted under 35

U.S.C. 154(b) by 0 days.

(21)  Appl. No.: 18/458,907

(22) Filed: Aug,. 30, 2023
(51) Imt. CL
GO6K 9/36 (2006.01)
GO6T 5/00 (2006.01)
GO6T 11/60 (2006.01)
GO6V 10/77 (2022.01)
(52) US.CL
CPC ..ccovne GO6T 11/60 (2013.01); GO6T 5/00

(2013.01); GO6V 10/77 (2022.01); GO6T
2207720104 (2013.01); GO6T 2207/20221
(2013.01)
(58) Field of Classification Search
CPC . GO6T 11/60; GOGT 5/00; GOGT 2207/20104;
GO6T 2207/20221; GO6T 7/11; GO6T
7/187;, GO6T 7/70; GO6T 7/73; GO6T
7/75; GO6T 7/77, GO6T 11/00; GO6T
2207/10004; GO6T 2207/20084; GO6T
2207/20081; GO6T 2207/30196; GO6V

1000

10/77; GO6V 30/413; GO6V 30/1444;
GO6V 10/82; GO6V 30/19147; GO6V
10/774; GOGF 18/214; GO6N 3/08; GOON
3/047; GO6N 3/045
See application file for complete search history.

(56) References Cited
U.S. PATENT DOCUMENTS

11,250,547 B2 2/2022 Lin et al.
2019/0114748 Al 4/2019 Lin et al.
2020/0402243 A1* 12/2020 Benou ........c......... GO6V 20/46
2021/0183022 A1*  6/2021 Wang .......ccocee.ee. GO6V 10/82
2022/0108509 Al 4/2022 Swaminathan et al.
2022/0301118 Al 9/2022 Frey et al.
2023/0177821 Al 6/2023 Peng et al.

FOREIGN PATENT DOCUMENTS

5/2022
8/2022

CN 114514560 A
CN 114943789 A

* cited by examiner

Primary Examiner — Duy M Dang
(74) Attorney, Agent, or Firm — Finnegan, Henderson,
Farabow Garrett & Dunner LLP

57 ABSTRACT

Disclosed herein are methods, systems, and computer-read-
able media for regenerating a region of an image with a
machine learning model based on a text input. Disclosed
embodiments involve accessing a digital input image. Dis-
closed embodiments involve generating a masked image by
removing a masked region from the input image. Disclosed
embodiments involve accessing a text input corresponding
to an image enhancement prompt. Disclosed embodiments
include providing at least one of the input image, the masked
region, or the text input to a machine learning model
configured to generate an enhanced image. Disclosed
embodiments involve generating, with the machine learning
model, the enhanced image based on at least one of the input
image, the masked region, or the text input.

20 Claims, 12 Drawing Sheets

] Access a digital input image i

| 1002

v

% Generate an extended image by overlapping a masked

1 1004

region on the input image
;

v

Receive an image enhancement prompt

I/YA 008

v

Providing the input image, the masked region, and the
enhancement prompt to a machine learning model

4008
]/s

v
Generate the enhanced image based on the input image, E/fmm

the masked region, and the enhancement prempt

¥
‘ Replicate pixel values from the input image to the enhanced i_;—1012
{

image

v

Generate an image extension segment based on the

Wiyl

v

enhancement prompt and pixel values from the masked region|

1016
Insert the image extension segment into the enhanced imagel—'r




US01188 1

7367B
a2 United States Patent (10) Patent No.:  US 11,887,367 Bl
Baker et al. 45) Date of Patent: Jan. 30, 2024
(54) USING MACHINE LEARNING TO TRAIN (56) References Cited
AND USE A MODEL TO PERFORM
AUTOMATIC INTERFACE ACTIONS BASED U.S. PATENT DOCUMENTS
ON VIDEO AND INPUT DATASETS 10,824,239 B1* 112020 Gupta ....cccoevviinnnn. GO6F 3/017
10,839,215 B2 11/2020 Somers et al.
(71)  Applicant: OpenAl Opco, LLC, San Francisco, (Continued)

CA (US)
FOREIGN PATENT DOCUMENTS
(72) Inventors: Bowen Baker, Nevada City, CA (US);

Ilge Akkaya, Palo Alto, CA (US); CN 109091869 B 7/2022
Peter Zhokhov, South San Francisco KR 20210027006 A 32021
: ’ WO 2022234678 Al 11/2022

CA (US); Joost Huizanga, San
Francisco, CA (US); Jie Tang, San

Francisco, CA (US); Adrien Ecoffet, OTHER PUBLICATIONS

Burlingame, CA (US);. Brandon Lima, J. A. dos S. (Aug. 3, 2021). Adaptivity in single player video
Houghton, San Francisco, CA (US); games. Repositorio Aberto da Universidade do Porto: Home. Retrieved
Raul Sampedro Gonzalez, San Mateo, Apr. 14, 2023, from https://repositorio-aberto.up.pt/handle/10216/
CA (US); Jeffrey Clune, Vancouver 135599.

(CA) (Continued)

, . Primary Examiner — Md K Talukder
(73)  Assignee: OpenAl Opco, LLC, San Francisco, (74) Attorney, Agent, or Firm — Finnegan, Henderson,

CA (US) Farabow Garrett & Dunner LLP

(*) Notice:  Subject to any disclaimer, the term of this (7) ABSTRACT

patent is extended or adjusted under 35 Disclosed herein a.re.methods, systems, apd computer-read-

U.S.C. 154(b) by 0 days. able media for training a machine learning model to label
unlabeled data and/or perform automated actions. In an
embodiment, a method comprises receiving unlabeled digi-
tal video data, generating pseudo-labels for the unlabeled
digital video data, the generating comprising receiving
labeled digital video data, training an inverse dynamics
model (IDM) using the labeled digital video data, and

(21)  Appl. No.: 18/303,552

(22) Filed: Apr. 19, 2023

(51) Imt. CL generating at least one pseudo-label for the unlabeled digital
GO6V 20/40 (2022.01) video data, wherein the at least one pseudo-label is based on
GO6V 10/774 (2022.01) a prediction, generated by the IDM, of one or more actions

(52) US. CL that mimic at least one timestep of the unlabeled digital
CPC ... GO6V 20/41 (2022.01); GO6V 10/774 video data. In some embodiments, the method further com-

(2022.01)  prises adding the at least one pseudo-label to the unlabeled

(58) Field of Classification Search digital video data and further training the IDM or a machine
CPC oo GO6V 20/41; GOGV 101774~ leaming model using the pseudo-labeled digital video data.
See application file for complete search history. 20 Claims, 5 Drawing Sheets

[ata Retrisval Fesiure
Engine
504 &
— 1 Engine
512

“rafning Dala
£02a

Englne

518

Vayiclation e
Vatdation Jzta Faaturizalion Engine 530

£02b

¢ [ista lnput Engine 512 I
Faforence Dalg _—
£
e I | R
Selacior o Generstion
: Engine =none £nging
Data Sourceis} ar 534 Engi
[ 632 53t

L Modeling Engine 530

L
Agerithms
Dafabase
[ Oumil \r’gl:daim
Engine
550

i il

HE




a2 United States Patent

Ramesh et al.

USs01192

1

2550B

US 11,922,550 B1
Mar. §, 2024

(10) Patent No.:
45) Date of Patent:

(54)

(71)

(72)

(73)

1)
(22)

(51)

(52)

(58)

SYSTEMS AND METHODS FOR
HIERARCHICAL TEXT-CONDITIONAL
IMAGE GENERATION

Applicant: OpenAl Opco, LLC, San Francisco,
CA (US)

Inventors: Aditya Ramesh, San Francisco, CA
(US); Prafulla Dhariwal, San
Francisco, CA (US); Alexander Nichol,
San Francisco, CA (US); Casey Chu,
San Francisco, CA (US); Mark Chen,
Cupertino, CA (US)

Assignee: OpenAl Opceo, LLC, San Francisco,
CA (US)
Notice:  Subject to any disclaimer, the term of this

patent is extended or adjusted under 35
U.S.C. 154(b) by 0 days.

Appl. No.: 18/193,427

Filed: Mar. 30, 2023
Int. CL
GO6T 11/60 (2006.01)
GO6F 40/284 (2020.01)
GO6F 40/30 (2020.01)
GO6N 3/045 (2023.01)
GO6N 3/08 (2023.01)
(Continued)
US. CL
CPC ......... GO6T 11/60 (2013.01); GOGF 40/284

(2020.01); GO6F 40/30 (2020.01); GO6N
3/045 (2023.01); GO6N 3/08 (2013.01); GO6T
9/002 (2013.01); GO6T 11/001 (2013.01)
Field of Classification Search

CPC ... GO6T 11/60; GO6T 40/284; GO6T 40/30;
GO6T 9/002; GOGT 11/001; GO6N 3/045;
GO6N 3/08; GOGF 40/284; GO6F 40/30

See application file for complete search history.

128

Image
Generation
Reguest

Text fext
description encoder

b

132

(56) References Cited

U.S. PATENT DOCUMENTS
11,544,880 B2

2021/0073272 Al
2021/0365727 Al

1/2023 Park et al.
3/2021 Garrett et al.
11/2021 Aggarwal et al.

(Continued)

OTHER PUBLICATIONS

Chitwan Saharia, et al., “Photorealistic text-to-image diffusion
models with deep language understanding”, at https://arxiv.org/pdf/
2205/11487 pdf, May 2022 (hereinafter Saharia) (Year: 2022).*

P. Aggarwal, et al., “Controlled and Conditional Text to Image
Generation with Diffusion Prior”, arXiv:2302.11710v1, at https://
arxiv.org/pdf/2302.11710.pdf, Feb. 23, 2023 (Year: 2023).*

(Continued)

Primary Examiner — Jin Cheng Wang
(74) Attorney, Agent, or Firm — Finnegan, Henderson,
Farabow, Garrett & Dunner LLP

57 ABSTRACT

Disclosed herein are methods, systems, and computer-read-
able media for generating an image corresponding to a text
input. In an embodiment, operations may include accessing
a text description and inputting the text description into a
text encoder. The operations may include receiving, from the
text encoder, a text embedding, and inputting at least one of
the text description or the text embedding into a first
sub-model configured to generate, based on at least one of
the text description or the text embedding, a corresponding
image embedding. The operations may include inputting at
least one of the text description or the corresponding image
embedding, generated by the first sub-model, into a second
sub-model configured to generate, based on at least one of
the text description or the corresponding image embedding,
an output image. The operations may include making the
output image, generated by the first second sub-model,
accessible to a device.
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Disclosed herein are methods, systems, and computer-read-
able media for integrating a particular external application
programming interface (API) with a natural language model
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integrate the particular external application programming
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face, identifying the particular external API based on the
received input, integrating the particular external API with
the natural language model user interface, accessing the
particular external API based on the first input or a second
input at the natural language model user interface, and
transmitting, based on the accessing, a response message to
the natural language model user interface, the response
message including a result of the accessing.
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67 ABSTRACT

Disclosed herein are methods, systems, and computer-read-
able media for automatically generating and inserting text.
In an embodiment, a method may include receiving an input
text prompt comprising a prefix portion and a suffix portion.
The method may also include accessing a language model
based on the input text prompt, and determining a set of
context parameters based on the input text prompt and the
language model. The method may also include generating an
output text prompt based on the set of context parameters
and the language model, and inserting the output text prompt
into the input text prompt.

20 Claims, 11 Drawing Sheets

User Input Data
11a
User Instructions - .
Data Normalization Language Mode! (L) Context Analysis - ’
1ot Engine beeed]  AcoeSS Engine i Engine L) Ted Ed’}'?g Engine
104 108 188
Model Parameters
101c
Quitput Ganeration
Engine
Data Input Engine 102 1%2
Training
Data Sets
130
LM Optimization Qutput Validation
Engine Engine

A

116 114




US 20240249186A1

as) United States

12 Patent Application Publication (o) Pub. No.: US 2024/0249186 Al

NEELAKANTAN et al. 43) Pub. Date: Jul. 25, 2024
(54) SYSTEMS AND METHODS FOR USING (52) US. CL
CONTRASTIVE PRE-TRAINING TO CPC oot GO6N 20/00 (2019.01)
GENERATE TEXT AND CODE
EMBEDDINGS G7) ABSTRACT
. . Embodiments of the present disclosure may include sys-
(71)  Applicant: OpenAl OpCo, LLC, San Francisco, tems, methods, and computer readable media for generating
CA (US) a vector representation, including receiving a training data
) . set, the training data set including a plurality of paired data
(72)  Inventors: ?r{a‘sglgcoNEgj?I}(S?NT:ﬁiUs alslan samples corresponding to positive example pairs, each posi-
Franci ’ CA (US ’ ’ tive example pair including a first data unit and a second data
Tancisco, US) unit. Embodiments may also include converting the training
(73) Assignee: OpenAl OpCo, LL.C, San Francisco, ?ata Sgt 1gtodg t le?St one I}f&g cctor 10 fda vector representa-
CA (US) ion. Embodiments may further include accessing one or
- more negative example pairs to contrast against the positive
(1) Appl. No.: 18/158,166 example pairs. Embod%ments may alsg 1nplude converting
the one or more negative example pairs into one or more
(22) Filed: Jan. 23, 2023 second vectors of the vector representation. Embodlmepts
may further include training an artificial machine learning
Publication Classification model to generate additional vectors of the vector represen-
tation. Further embodiments may include systems, methods,
(51) Int. CL and media for determining semantic similarity based on one
GO6N 20/00 (2006.01) or more vector representations.

Computing Device 102

i 1
1 1
i i
‘ i
i
! Memory Data Storage i
i 104 108 i
| i
1 1
| |
; ! Configured
Processor Other Hardware Medi
X i edium
i 106 110 A
i
i i 120
i 1
i 1
i 1
' User Interface Network Interface | |
! 12 114 5
i i
i 1
_____________________ [mmmmmmmmmmmfm——————nd
Y
Network(s)
116
A 4
Input/Output
Devices

11




US 20240020116A1

12 Patent Application Publication (o) Pub. No.: US 2024/0020116 Al

as) United States

CHEN et al.

43) Pub. Date: Jan. 18, 2024

(54) SYSTEMS AND METHODS FOR
GENERATING NATURAL LANGUAGE
USING LANGUAGE MODELS TRAINED ON
COMPUTER CODE

(71) Applicant: OpenAl Opco, LLC, San Francisco,
CA (US)

(72) Inventors: Mark CHEN, Cupertino, CA (US);
Jerry TWOREK, San Francisco, CA
(US); Ilya SUTSKEVER, San
Francisco, CA (US); Wojciech
ZAREMBA, San Francisco, CA (US);
Heewoo JUN, San Francisco, CA (US),
Henrique PONDE DE OLIVEIRA
PINTO, San Francisco, CA (US)

(73) Assignee: OpenAl Opceo, LLC, San Francisco,
CA (US)

(21) Appl. No.: 18/321,921

(22) Filed: May 23, 2023

Related U.S. Application Data
(63) Continuation of application No. 18/321,852, filed on

(60) Provisional application No. 63/389,326, filed on Jul.
14, 2022.

Publication Classification

(51) Int. CL

GOGF 8/73 (2006.01)

GO6F 8/33 (2006.01)
(52) US.CL

CPC . GO6F 8/73 (2013.01); GOGF 8/33 (2013.01)
(57) ABSTRACT

Disclosed herein are methods, systems, and computer-read-
able media for generating natural language based on com-
puter code input. In an embodiment, a method may comprise
one or more of: accessing a docstring generation model
configured to generate docstrings from computer code;
receiving one or more computer code samples; generating,
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samples; identifying at least one of the one or more candi-
date docstrings that provides an intent of the at least a
portion of the one or more computer code samples; and/or
outputting, via a user interface, the at least one identified
docstring with the at least a portion of the one or more
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